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A B S T R A C T   

The Future of Work (FoW) has garnered significant attention among scholars and practitioners, 
with the advent of Artificial Intelligence (AI) playing an important role in shaping this discourse. 
Despite the common perception that intelligent machines pose a threat to workers in routine 
roles, AI technologies are increasingly being utilized for advanced tasks carried out by knowledge 
workers. Drawing on state-of-the-art research and real-life examples we develop an integrated 
framework to explore the future of academic work. Our focus is on academics, an essential yet 
under-researched group of knowledge workers, and we discuss their work in relation to AI across 
space, time, and task dimensions. Our analysis reveals that the usage of AI technologies can have 
implications for the research, teaching, and service activities of academics and thereby also for 
the creation, acquisition, dissemination, and application of knowledge. Based on our framework 
we develop scenarios and propose a future research roadmap.   

1. Introduction 

The current developments in Artificial Intelligence (AI) have important consequences for higher education (workers), as research 
shows that AI is applied in a variety of ways to automate and augment the work of academics (Bearman et al., 2022). AI refers to a set of 
technologies that have the ability to interpret data and learn from it to achieve specific objectives through adaptation (Kaplan & 
Haenlein, 2019), based on imitating natural intelligence through sensing and perceiving the environment (Russell & Norvig, 2022). 

The Future of Work (FoW) literature has attracted growing academic attention, especially since the expanding digitalization and 
the resultant widespread use of exponential technologies such as AI (Boyd & Huettinger, 2019). The FoW generally refers to the 
anticipation of (future) changes in work(places) due to technological and societal advancements. In this paper, we follow the FoW 
perspective to specifically study the work of academics, because research has shown that AI has the potential to fundamentally change 
higher education (Bearman et al., 2022; Zawacki-Richter et al., 2019). 

The FoW literature has predominantly focused on the threat to workers, because of an expected replacement of routine jobs by 
(intelligent) machines (e.g., Brynjolfsson & McAfee, 2014; Frey & Osborne, 2017). Nevertheless, historical analysis shows that, 
although negative effects on jobs were often expected, in reality, these intelligent technologies also lead to new tasks or even jobs 
(Autor, 2015; Frank et al., 2019), where workers are augmented instead of replaced (Pettersen, 2018; Raisch & Krakowski, 2021). For 
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those reasons, the contemporary debate focuses on the automation and augmentation of highly educated and skilled professionals, 
such as academics. 

Academics are an important group of knowledge workers, whose primary task is the generation of knowledge (e.g., Drucker, 1994). 
Knowledge work can be characterized by the use of information technology, highly-educated personnel, and non-routine tasks (Pyöriä, 
2005; von Richthofen et al., 2022). It is vital to understand the unique job demands, attitudes, and behaviors of knowledge workers, as 
opposed to traditional workers, given the expanding importance of the knowledge economy and the widespread use of advanced 
technologies (Dekas et al., 2013). Indeed, Gartner consulting company estimated that the worldwide number of knowledge workers 
reached one billion in 2019 (Roth, 2019). It is crucial to better comprehend what the permanent structures including space, time, and 
tasks of their work are altering (Minbaeva, 2020). 

As AI applications seem to impact knowledge work(places) more than previous technologies have done (Faraj et al., 2018), we 
claim that more attention should be devoted to how the use of AI is likely to alter the space, time, and tasks of academics. This is 
important because AI applications are currently already impacting teaching, but also changing academic research, and thereby 
potentially influencing academic careers and raising important ethical concerns. We address this by adopting a knowledge work 
perspective and integrating it with the FoW literature. Therefore, we aim to answer the following research question: “What is the FoW 
of academics in the age of AI?” Academics are a specific category of knowledge workers whose primary activities involve acquiring, 
creating, distributing, and applying knowledge. 

Overall, professionals such as consultants, accountants, engineers, and academics are frequently mentioned categories of knowl-
edge workers that are now also affected and even threatened by AI technology (Meltzer, 2014; Susskind & Susskind, 2022). Thus, 
hitherto, the FoW of academics has received only limited attention in the literature (e.g., Kezar & Holcombe, 2015; Peres et al., 2023). 
Moreover, although some studies have examined technologies for teaching and research individually, to the best of our knowledge, no 
research has focused specifically on different dimensions of the FoW of academics. Therefore, in this paper, integrating FoW di-
mensions with knowledge work, we explore and demonstrate how (different) AI applications influence (1) where (space), (2) when 
(time), (3) and what (work/tasks) of the main activities of academic knowledge workers such as doing research, teaching, and 
providing academic services (Rapert et al., 2002) – which in turn aids our understanding of how knowledge workers and AI could 
co-exist in the future workplaces. 

To do so, we first introduce the FoW literature after which we discuss the concepts of knowledge work(ers), with a specific focus on 
academics. Then, drawing on state-of-the-art examples, we offer our integrated framework of the FoW of academics, where we outline 
how the jobs of academics could be impacted by using AI solutions. Finally, we offer a research roadmap, based on which future 
research projects and FoW scenarios can be developed. 

2. Towards a conceptual framework 

2.1. Future of Work and Artificial Intelligence 

The FoW is a concept that has received increasing attention in different scientific disciplines and is mostly related to how employees 
will work in the future and how these employees are managed. The FoW is defined as “a result of many forces of change affecting three 
deeply connected dimensions of an organization: work (the what), the workforce (the who), and the workplace (the where)” (Schwartz 
et al., 2019). Schulte et al. (2020) concluded that technology is a shaping factor of the FoW, potentially changing labour markets, 
societal values, and types of work (cognitive vs. manual). Generally, studies on the FoW are embedded in broader discussions about 
technological change and employment, whereby they mostly focus on the influence of automation on unemployment and job po-
larization (Boyd & Huettinger, 2019). 

One important technology that is discussed in relation to the FoW is AI (Bohr & Memarzadeh, 2020). The field of AI is rooted in 
various scientific disciplines, such as philosophy, mathematics, psychology, and statistics (Russell & Norvig, 2022). AI is an umbrella 
term that refers to systems that emulate natural intelligence characteristics such as sensing and learning to augment and automate 
human tasks (Strohmeier, 2022). IBM (2023) proposed that the types of AI can be understood by examining its capabilities and 
functionalities. In terms of AI capabilities, only Narrow (or Weak) AI exists for today (among General and Super AI, which are still 
mostly theoretical). Thus, it is the focus of this paper. Narrow AI comprises Reactive Machine AI (RMAI) with no memory developed to 
perform specific tasks (e.g., IBM Deep Blue or the Netflix Recommendation Engine), and Limited Memory AI (LMAI) that can retain 
data in its library for long-term period (e.g., Generative AI and Virtual Assistants and chatbots). In this paper, we draw on this IBM’s AI 
classifications, as they allow us to bring together both generic studies on AI in academia (e.g., Anwar et al., 2019), as well as more 
specific publications on academia and Generative AI (Barros et al., 2023; Grimes et al., 2023). In our paper, we specify, whenever 
possible, when the focus is on LMAI or RMAI. 

In future work(places), human workers would co-exist with AI applications (Einola & Khoreva, 2022) comprising different AI 
capabilities and functionalities (IBM, 2023); whereby some activities would be fully automated and other tasks supported by AI (Von 
Krogh, 2018; Raisch & Krakowski, 2021). Based on the aforementioned, in this research, we refer to Future of AI-enabled Knowledge 
Work: “the study of anticipated forthcoming changes in work(places) due to interconnected AI applications and societal 
developments.” 

Overall, labour economists discuss the FoW in relation to AI mostly in terms of quantity of jobs, however, we follow the calls to study 
FoW in terms of their quality (Willcocks, 2020): what do jobs entail, which activities are part of jobs, what is the quality of jobs, how is 
the workplace organized? To explore the FoW in a more qualitative way – we focus on three important FoW dimensions (Minbaeva, 
2020) relevant to the future of academic work(ers): 
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▪ The “What” dimension is about the type of work employees perform, and the autonomy they have in deciding how to work – 
or in other words their decision-making freedom to determine what tasks to conduct and how to conduct them.  

▪ The “Where” dimension is related to the location (or space) where people work. This is often related to telework (e.g., 
Minbaeva, 2020) and more recently to remote work – partly induced by the Covid-19 pandemic.  

▪ The “When” dimension refers to temporal (or time-related) aspects of knowledge work, for example (flexible) working times, 
shift work, and the velocity of work. As Spieler et al. (2017) have shown in their review, working structures will no longer be 
based on 9-to-5 working days in a 5-day schedule. 

2.2. Knowledge work(ers) 

Since the term “knowledge worker” has been first coined in 1979 (Blackler, 1995), it has been defined in numerous ways. 
Knowledge workers were described as a new class of workers who can apply theoretical and analytical knowledge acquired through 
formal education (Janz et al., 1997), different from traditional worker’s needs, values, and motivations, and those who could also 
produce more knowledge at work, the idea unusual for traditional hierarchical and decentralized organizations (Drucker, 1994). For 
knowledge workers, knowledge is an input, process, and output of their work (Newell et al., 2002). They perform knowledge work, 
described in terms of the actual job content or the balance between “thinking” (those who work with their heads) and “doing” (those 
who work with their hands) activities (Blackler, 1995). Knowledge workers were also categorized in a broader way: as a profession - 
circumscribed list of occupations typically comprising professional occupations (e.g., scientists, engineers, attorneys, physicians, and 
accountants) (Blackler, 1995; Kelloway & Barling, 2000). They rely on their individual characteristics such as creativity, which they 
can contribute to organizations more broadly, or to organizational products and services more specifically (Harris & Vining, 1987). 

Research on the management of knowledge workers has extensively focused on occupations such as accountants, lawyers, con-
sultants, and healthcare professionals (Susskind & Susskind, 2022). Interestingly, research focused on the jobs of academicians and/or 
scholars is limited – whereas AI technologies have the potential to disrupt academic work. Given the growing importance of the 
knowledge economy and the pervasive role of information technology (von Richthofen et al., 2022), it is crucial to understand the 
distinct work needs, attitudes, and behavior of academics, which differ from those of other types of knowledge workers. For academics, 
knowledge work is not only their profession, but also a combination of individual characteristics (i.e., being highly educated), indi-
vidual activity (i.e., their daily tasks), and using their knowledge to create more knowledge. 

Knowledge work can comprise of types and there are at least four forms of knowledge work activities in organizations: [a] acquiring 
knowledge; [b] creating new knowledge; [c] teaching of knowledge (see Bird, 1994; Nonaka, 1994); and [d] applying existing 
knowledge to current problems. Applying this perspective, we integrate such knowledge types with the three primary activities that 
constitute the work of academics: research (i.e., [a & b]), teaching (i.e., [c]), and academic service activities (i.e., [d]) (Rapert et al., 
2002). 

2.3. Framework on the FoW of academic knowledge workers 

In this section, we propose and use a framework drawing on the FoW and knowledge work literature to outline and illustrate with 
concrete instances, how AI applications with different functionalities (IBM, 2023) can be used by academic employees working at 
universities who interact and co-exist with AI solutions and how AI can transform three main components of academics’ job: (1) 
research, (2) teaching, and (3) academic services (Macfarlane, 2007; Rapert et al., 2002); in terms of work activities (what), when to 
work (timing), and where to work (space/location) (Macfarlane, 2007; Rapert et al., 2002); and in terms of knowledge acquisition, 
creation, dissemination, and application. After describing concrete examples of current developments, we outline directions for future 
research on the (potential) consequences of AI-usage in the three main components. 

2.4. Research-related activities (knowledge acquisition and creation) 

Our framework suggests that AI influences what and how scholars perform research (e.g., Kulkarni et al., 2024; Wagner et al., 
2022). AI is an important study object for scholars, whereas AI can also influence the ways in which research is conducted, which we 
focus on here (see also Appendix 1) because the former is a distinct topic that has already received significant scholarly attention 
(Parker & Grote, 2020; Tursunbayeva & Renkema, 2022). 

2.4.1. Research – what 
Traditionally, research projects aimed at acquiring and creating new knowledge involve conception or design, data acquisition, 

analysis, interpretation, and drafting revisiting for intellectual content (BMJ, 2024). Below we briefly describe whether and how AI can 
change the characteristics of such activities, though this may vary between disciplines (Xu et al., 2021). Indeed, the idea of AI-enabled 
automated or partially automated research has sparked debates in different scholarly disciplines (Wagner et al., 2022). Recently, three 
main categories of RMAI have been identified that can aid scientific understanding: (1) serving as a computational microscope that can 
uncover novel patterns in data, (2) generating creative solutions to scientific problems, and (3) acquiring and explaining novel insights 
to humans (Krenn et al., 2022). 

AI-based tools, such as programming libraries (e.g., supporting thematic analyses) and matching platforms, have the potential to 
assist researchers in identifying relevant research questions and cases. They can also lead to the development of new research methods 
(e.g., image recognition or data mining), blurring the lines between quantitative (e.g., statistical analysis) and qualitative (e.g., 
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algorithmic text mining) approaches. In natural and life sciences, AI can assist in discovering new materials, powering nuclear physics, 
medical drug discovery, making modern agriculture smart, and making such research methods safer for humans (e.g., with the help of 
automation or robotics) (Xu et al., 2021). In management research, AI can be used as a methodology for data analysis or pattern 
discovery (e.g., Choudhury et al., 2021; Harrison et al., 2022; Sajjadiani et al., 2019). 

AI tools can provide semi-automated support in tasks such as paper screening, synthesis (e.g., www.scholarcy.com or www. 
researchrabbit.ai), data extraction, generating or reviewing code for statistical analysis, coding qualitative data (e.g., Atlas.ti), 
descriptive syntheses, or even theory development and testing (Korinek, 2023; Wagner et al., 2022). With the exponentially growing 
number of publications in online literature databases such as Scopus (Thelwall & Sud, 2022), using AI tools for such activities could be 
indispensable for finding appropriate references and evaluating scientific articles (e.g., www.scite.ai). AI assistants also help academics 
in academic writing such as improving grammar (www.grammarly.com) and paraphrasing text (www.quillbot.com). OpenAI’s GPT 
models even co-authored several papers (Stokel-Walker, 2023), which triggered debates and urgent development of guidelines for 
using LMAI across research life-cycles (Harvard Library, 2023) including research ideation, research planning, research execution, and 
research results dissemination by universities, funding bodies (EU-Horizon program), academic journals (e.g., Elsevier), or conferences 
(Petermann et al., 2022). This leads to discussions of whether AI should be used whenever it can be used. Finally, AI could influence 
academic articles’ rankings on search engines (Steinhauer, 2022) and academic databases. 

2.4.2. Research – where 
The arrival of AI-related virtual/augmented reality and metaverse technologies (Pereira et al., 2023) promises to expand possi-

bilities of and experiences about virtual research, social and professional online activities and events for scholars, allowing them to 
participate in these without the need for travel, and disregarding factors such as time-zones, language barriers, and lack of travel 
budgets (Chodor, 2022). The growing awareness of environmental and particularly climate-related impacts of travel is significantly 
influencing the FoW. Consequently, the prospect of working through virtual reality is not only about convenience and cost savings but 
also holds the potential to contribute to the achievement of sustainable development goals. Moreover, employing virtual or augmented 
reality for data collection can revolutionize the current qualitative data collection process (e.g., anonymization of research partici-
pants). For instance, both interviewers and interviewees will be able to choose whether to participate with their true identities or 
avatars. 

2.4.3. Research – when 
Considering the potential of AI to automate various research tasks such as systematic review processes, we can hypothesize that also 

academics may expect time savings (Clark et al., 2020; Deng et al., 2019; Matwin et al., 2010), which can potentially result in sub-
stantial changes in the way academics work or are evaluated. For example, researchers today are evaluated for positions based on their 
publications. Thus, any time saved with AI could be invested in producing more papers. Finally, AI can also produce scholarly papers 
faster than scholars usually working years on a single submission (Steinhauer, 2022). 

Academics need to stay abreast of the latest research topics and (AI) methodologies, which requires a (significant) time investment. 
A potential game-changer lies in the possibility of generating AI summaries from scientific articles. Also recent breakthroughs like 
"dilated attention," as published by Microsoft researchers (Ding et al., 2023), hold the promise of transforming this process. For 
example, future academics could instantly acquire and apply knowledge, just like Neo in the Matrix movie learning martial arts in 
seconds. 

The integration of AI has the potential to redefine the flexibility of academic work. For instance, university management could 
leverage AI technology to identify researchers who are working on weekends or during late hours, with the intention of promoting a 
healthier work-life balance for them. However, it is essential to acknowledge that such monitoring has raised concerns and has been a 
subject of discussion in the People Analytics literature, as it touches upon the concept of the digital surveillance (Tursunbayeva & 
Pagliari, Di Lauro et al., 2022). 

2.4.4. Future research directions on research-related activities 
Given the increasing use of AI for research purposes, we suggest exploring what the impact of AI is on research methodologies (e.g., 

inductive, deductive, and/or abductive research) (Choudhury et al., 2021), specifically regarding its ability to identify patterns within 
data and the dynamics of human-AI interaction in the research process (e.g., whether LMAI can be considered a valid reviewer or 
author). This exploration should include the examination of the boundaries for its application, the attribution of responsibility or 
credit/merit for research, potential decrease in human expertise, and ethical and responsible aspects related to the use of LMAI for 
research. 

For example, it is crucial to consider the potential for AI-introduced biases and errors, as these may lead to flawed research outcomes 
and erroneous conclusions. So far, algorithmic biases in academia have been discussed primarily concerning education (Baker & 
Hawn, 2022; Baker et al., 2023). However, there are some emerging reports on their importance also in research with AI (Tursun-
bayeva & Moschera, forthcoming), as it becomes driven by large data sets and performed with AI (e.g., Avrahami et al., 2022). It is 
important to explore how the emergence of ethical guidelines on AI can add to the job demands of academics who now need to develop, 
or make sense and operationalize in their work what was recently accused of being difficult to apply, isolated, contested, or incoherent 
principles (Munn, 2023). As noted, through which channels and where research is conducted could lead to the (partial) elimination of 
the human component in research with humans. This is associated with ethical and practical issues, such as the inability to read 
nonverbal cues due to inconsistent and delayed connectivity (Deakin & Wakefield, 2014), opacity, explainability, and ethnicity of AI. 
Though to the best of our knowledge, none of these, have been investigated specifically or empirically for academics. We suggest to 
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further investigate these (un)desirable consequences. 
Academics may find it challenging to keep up with rapidly changing technologies adding to their job demands, meaning that the 

potential utility of these platforms as research tools may be underrecognized and underutilized. However, this could also trigger more 
interdisciplinary research between technically savvy scholars and those who are ethically aware. Scholars could investigate how AI 
adoption in different contexts can contribute to the research productivity of academics. 

Lastly, many studies discussing the temporal aspects (when) associated with the use of AI for research activities focus on 
(quantifying) the time that scientists can save. Meanwhile, none of these discuss in which scholarly activities such timesavings should 
be invested. Thus, it is unclear whether scholars should use this (extra) time to conduct more research, more teaching, more 
administrative or service activities, or for knowledge acquisition, development, application, or dissemination, or whether fewer 
scholars are needed. For example, the use of LMAI as writing assistants might have implications for how academics are evaluated – for 
example in their tenure track – if they can increase their productivity. Hence, it is warranted to study the potential impact of AI on 
academic performance management. 

2.5. Teaching-related activities (knowledge dissemination) 

Advanced technologies shape the ways in which academics conduct their teaching activities (Sife et al., 2007). They play a role in 
what is being taught and how, where, and at what times teaching takes place, and thereby how knowledge is disseminated. Here, we 
specifically focus on how AI technologies shape teaching activities, defined as the work of a teacher related to the content that is being 
taught (see Appendix 2). 

AI-based applications are increasingly used in (higher) education and studied in education science – also referred to as AIEd (e.g., 
Hwang et al., 2020; Nemorin et al., 2023; Zawacki-Richter et al., 2019). There are several categories of RMAI usage in education: 
personal tutors; intelligent support for collaborative learning, intelligent virtual reality, and student profiling (Luckin et al., 2016; 
Zawacki-Richter et al., 2019). Strikingly, the teacher-perspective is almost absent in these studies (Zawacki-Richter et al., 2019), 
underscoring the caveat that we address in this paper. 

2.5.1. Teaching – what 
AI-based technologies offer myriad opportunities to improve the work of academic teachers (e.g., Farrokhnia et al., 2024; Peres 

et al., 2023; Zawacki-Richter et al., 2019). Multiple studies describe the promises and possibilities of AIEd tools, which can bring about 
changes in the type of teaching activities academics perform and the autonomy they must have in their work. The use of AIEd does not 
mean that robots immediately replace teachers, but it does bring about transformative changes to the classroom (Holmes et al., 2019). 
The goal of AIEd is to “make computationally precise and explicit forms of educational, psychological and social knowledge which are 
often left implicit” (Self, 1999, p. 350). In doing so, RMAI-based applications can be used to help with administrative tasks and provide 
relevant learning insights. For example, teacher-facing AIEd can support teachers by automating tasks related to administration, 
content development (e.g., exams), assessment, plagiarism checks, and feedback – thereby gaining additional insights about students, 
reducing teachers’ workload, and freeing up time (Baker et al., 2019). RMAI applications can also support the work of academic 
teachers and the decisions they make, through aiding the assessment of student essays and (open-ended) exam questions (Aldea et al., 
2020; Balfour, 2013). 

Furthermore, teachers can use RMAI to identify students that are at risk of stopping their education – by tracking class attendance 
and assignment submission (Luckin et al., 2016). RMAI can also help teachers understand the learning process of students by analyzing 
where common mistakes are made (Luckin et al., 2016), and increasing student engagement by identifying and improving where 
students are bored or enthusiastic (Steinhauer, 2022). These are examples of learning analytics, focused on measuring, analyzing, and 
reporting educational data (e.g., Gašević et al., 2015), which help to provide personalized insights about learners. Eventually, it would 
be possible for AI to completely curate educational activities, which can then be presented by a social robot, chatbot, or voice assistant. 
For example, LMAI such as ChatGPT could be used to define course goals, outlines, and reading materials based on millions of available 
scientific texts. 

Another important application of AIEd is intelligent tutoring. For example, RMAI technologies help to make individualized learning 
plans for students (Luckin et al., 2016). LMAI can be used to develop chatbots that respond to student inquiries,3 intelligent tutees that 
students can instruct to learn (Hwang et al., 2020), and personal digital tutors called Intelligent Tutoring Systems (Luckin et al., 2016). 
Teachers might also adopt LMAI-chatbots together with students to create new modes of learning (Mollick & Mollick, 2022). 

On the other hand, LMAI tools such as ChatGPT pose many challenges to educators (Milano et al., 2023), because it can be misused 
by students, for example by writing student essays (Stokel-Walker, 2022), which might require changes in assignments or new 
intelligent plagiarism checks. Moreover, LMAI chatbots might have long-term pedagogical implications as a learning tool because of 
consequences for academic writing and critical thinking of students, which poses challenges to academics (Milano et al., 2023). 

In sum, by adopting AI in teaching, AI cannot only automate certain (administrative) teaching activities, it can also be deployed to 
augment teachers by providing relevant insights, whereas pitfalls related to academic misconduct should be acknowledged. 

3 https://dteach.deakin.edu.au/2021/01/the-qa-bot-that-answers-student-queries-in-microsoft-teams/; https://www.ocelotbot.com/blog/ai- 
chatbots-radically-improve-how-students-get-answers; https://www.researchgate.net/publication/221607643_An_intelligent_discussion-bot_for_ 
answering_student_queries_in_threaded_discussions 
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2.5.2. Teaching – where 
AI technologies theoretically facilitate teaching from anywhere. The AI-related metaverse, and virtual reality/classroom enable 

teaching to take place from anywhere. Novel applications such as Third Space Learning also allow teaching to take place through the 
internet, thereby connecting teachers with students all around the world, even outside their own classrooms (Baker et al., 2019). Today 
teachers even substitute traditional team buildings and serious strategic games with online or virtual realities or simulations (e.g., 
People Analytics Escape Room). AI technologies create more of these virtual learning environments where teachers and students can 
interact with each other from separate locations. Also, AI enables the use of the flipped classroom, where students for example use 
chatbots to prepare materials, while the materials are discussed in class (Dwivedi et al., 2023). At the same time, with advancements in 
student use of LMAI-powered chatbots, teachers might reconsider going back to classroom paper and pencil writing and testing. 

Providing feedback to learners traditionally took place in real-time in the classroom. However, recent technological developments, 
integrated into LMAI-based tutoring systems, enable teachers to support their students and give them personalized feedback at any 
place (Deeva et al., 2021). Finally, there are also examples of educational (social) robots used in the classrooms as a “lead” teacher or a 
substitute for a teacher instead of a support “tool” in teaching activities, which are for example LMAIs used for language teaching (e.g. 
Anwar et al., 2019). 

2.5.3. Teaching – when 
Next to enabling teaching from anywhere around the world, AI technologies also facilitate time-independent teaching, where 

lectures and student feedback can be accessed by students at any time. AI applications can be used to provide just-in-time feedback and 
assessment to facilitate ongoing student learning (Luckin et al., 2016). For example, AI technologies enable academics to record their 
interactive personalized (micro)lectures, through which asynchronous teaching can take place at any time. 

By adopting LMAI-based tutoring systems and chatbots, academic teachers make sure that their students receive personalized 
feedback independent of time (Deeva et al., 2021). Instead of academics replying to student questions and requests throughout the 
week, these smart systems could respond to students after office hours, enabling academics to better structure their working times and 
students to learn at their own pace. 

2.5.4. Future research directions on teaching-related activities 
Considering that there is a lack of research on the work design of teachers (Ouyang & Jiao, 2021; Zawacki-Richter et al., 2019), 

future studies should investigate how AI technologies can shape these in terms of the core job components and outcomes such as 
well-being and performance. Previously, teachers had full responsibility for designing teaching materials and activities. Now teachers 
integrate into their teaching additional LMAI-based tools and services mostly designed by third parties. Such “outsourcing” phe-
nomenon should be investigated to understand whether teachers should actually be involved in the design of such applications, and/or 
in feedback loops. Furthermore, given that academics do not necessarily adopt the available learning technologies (Liu et al., 2020), 
future research should address factors that shape their perceptions, adoption, and use. Moreover, studies should investigate the 
pedagogical consequences and implications for academic work and knowledge creation due to both teachers and students using AI. 

Future research should also study the ethical perspective on using AI for teaching. For example, establishing who is responsible for 
the ethical design and application of AI tools, understanding how AI could impact the relational aspect of academic jobs, and power 
relationships between academic teachers and students. Who ensures that AI applications do not discriminate against certain (groups 
of) students based on their race/ethnicity, gender, and nationality (Baker & Hawn, 2022; Roscoe et al., 2022)? And who is responsible 
for the important decisions (e.g., grading) prescribed or performed by these AI, as well as whether and how these should be framed and 
formalized (e.g., in the form of university guidelines)? 

The use of AI applications that can permit to work from anywhere (where) might require additional financial resources (e.g., sub-
scriptions), technology use competencies, and resources to actually try them, to understand how they work, and to explain these to the 
students. Such additional job demands are still limitedly discussed in relation to the use of AI applications, especially for academics. 
Future research should also evaluate what influence student adoption of AI has on where teaching and assessment activities can take 
place. 

Finally, with the advancement of AI and the corresponding potential for time-independent and personalized teaching, academics 
are enabled to be more flexible in terms of working hours (when). At the same time, AI applications afford student learning around the 
clock, which could also affect the times during which teachers are expected to work. This poses questions such as: in what ways will the 
timing of the workday of academics change when they use AI solutions? How do AI solutions affect the work/non-work balance of 
academics? 

2.6. Services-related activities (knowledge application) 

Scholars must continually invest in services-related activities and knowledge application. This concept is sometimes also called 
academic citizenship behaviors – meaning that academics are members who serve an academic and broader social community. They 
provide academic services and apply their knowledge to benefit students, colleagues, their institution, their profession, and the general 
public (Macfarlane, 2007). AI could automate and augment such academic activities (see Appendix 3). 

2.6.1. Services – what 
Service-related activities include interviewing candidates, mentoring, evaluating colleagues, serving on committees, organizing 

conferences, consulting businesses, and interacting with media, and public through lectures, presentations, and debates (Macfarlane, 

M. Renkema and A. Tursunbayeva                                                                                                                                                                                



Futures 163 (2024) 103453

7

2007). In addition, academics are responsible for peer-reviewing academic articles, serving on editorial boards, applying for grants, 
and participating in career committees. 

To stay abreast of the rapidly changing business landscape, scholars establish close links with industry to gain insight into real- 
world problems, and to secure external funding for consulting or research activities/services (Rapert et al., 2002). Searching and 
applying for grants could be laborious, complicated, and fruitless due to the time-consuming application process, and difficulty in 
finding suitable funding sources (Speller et al., 2019). Today there are platforms with sophisticated search engines that permit to easily 
search for grants (e.g., www.researchprofessional.com, to find partners (e.g., msca.b2match.io), and even to apply for grants (e.g., 
www.brevio.org or www.grant-ai.com). AI solutions can also aid funders in assessing grant applications (Checco et al., 2021). 

Mentorship is an important aspect of academic work but finding the right mentor-mentee match can be challenging. This gap has 
been aimed to be addressed by matching algorithms (e.g., www.mentorloop.com). Additionally, AI-assisted peer review instruments 
are being developed to ease the strain of reviewing the increasing number of paper submissions (Checco et al., 2021) – which could 
diffuse more due to the increase of artificially generated papers (Dwivedi et al., 2023). Relatedly, systems such as Toronto Paper 
Matching, OpenReview and PeerReview4All are used to automatically assign papers to reviewers (Hutson, 2021) and thereby help to 
overcome the challenging task to identify suitable reviewers. 

AI potentially could assist scholars with acting expert witness by enabling quicker analysis of evidence. Matching capabilities of AI 
can also assist scholars in finding “right” conferences and journals to discuss or disseminate their work. Growing administrative ac-
tivities of academics, such as expense reporting or appointment scheduling, can be streamlined with intelligent systems, and virtual 
assistants. Finally, job interviews with PhD candidates or new colleagues can be (partly) delegated to LMAI-chatbots or social robots (e. 
g., Furhat). 

Lastly, as scientific knowledge becomes more widely available to the broader society (e.g., chatbots, citizen science movement), the 
role of academics might change from sharing knowledge to helping stakeholders to apply knowledge. This might be accelerated by the 
public’s use of LMAI chatbots (e.g., ChatGPT) to answer basic knowledge questions. 

2.6.2. Services – where 
AI-relevant metaverse or virtual/augmented reality technologies have the potential to revolutionize where academics conduct their 

service work by enabling them to virtually participate in meetings, conferences, or other events (e.g., television interventions). With 
holographic technology, academics can project a lifelike representation of themselves (i.e., avatar) into a remote location any time, and 
interact with others as if they were physically present, and representing whatever identity. This can be particularly useful for aca-
demics who are unable to travel due to health, family, travel budget cuts, or other reasons. This can potentially add to the productivity 
of future academics (Herman, 2018). 

Considering that AI can assist scholars with communicating (reading and writing) in any language, they can potentially act as 
experts (e.g., for evaluating grant applications) or witnesses in any country. 

2.6.3. Services – when 
AI can help academics to multitask or to perform different activities simultaneously. For example, to automate repetitive routine 

administrative or service tasks. Specifically, to manage email and scheduling by sorting messages, prioritizing tasks, and sending 
automated responses. This could help academics to stay organized and focused on their core work, as well as potentially reduce their 
reliance on the administrative university staff. 

2.6.4. Future research directions on services-related activities 
Many service-related activities such as serving as experts are a result of scholarly reputation building, maintaining, or enhancing, as 

well as established power structures. It is not clear whether the use of AI could impact scholarly reputation built over a long period of 
time or such established power structures by being productive and impactful (Herman, 2018). Research could examine how the use of 
publicly available knowledge through AI-chatbots changes the role of academics in society. We also suggest scholars identify which 
service-related tasks can be best performed by (using) AI or whether some activities must be performed in person. For example, scientists 
as experts serving the court (Rubinfeld & Cecil, 2018). Such studies should be interdisciplinary involving legal, social, and technical 
scholars (at least). 

Lastly, future studies could try to envision the implication of AI for the distribution of work between academics and administrative/ 
support staff (e.g., task shift) of universities for service-related or administrative/support activities, and investigate whether there are 
activities that cannot performed with the help of AI (e.g., both too complex tasks requiring tacit knowledge, as well as those activities 
that are subject to confidentiality or privacy issues). 

3. Discussion 

Through the proposed framework and the exemplary examples of the (potential) use of AI by academics, we have provided an 
outline how the FoW of academics might be studied – and based on which future scenarios should be developed. This framework 
should be used to study if and how AI may be used to automate and/or augment knowledge work(places) such as universities in the 
future. If current developments continue and AI is widely deployed, this has important implications for the underlying core of aca-
demics’ jobs as knowledge workers, namely their responsibility for the acquisition, creation, dissemination, and application of 
knowledge – summarized in Fig. 1. 

Following Parker and Grote (2020), our model highlights that the use of AI shapes the primary work of academic workers – existing 
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of research, teaching, and academic services – and thereby changes the processes of knowledge work. At the same time, how AI shapes 
the FoW of academics over time is facilitated and constrained by higher-level factors such as AI-laws and regulations, and by individual 
factors such as academics’ attitudes and motivations towards AI and their AI-related knowledge, skills, and competencies (AI literacy). 

Lastly, how AI influences the FoW of academics is also shaped by the developments in AI technology itself. Although we have shown 
many examples of how AI is or might be used by academics, it should also be acknowledged that the current excitement around AI in 
academia could also be the “Peak of Inflated Expectations”- phase of the Gartner (2023) hype cycle. Despite Gartner’s model being 
criticized (e.g., Dedehayir & Steinert, 2016), it corresponds with the AI Summer (hype) and Winter (disillusionment) throughout the 
historical development of AI (Haenlein & Kaplan, 2019). This perspective helps us to understand the development of such emerging 
technology in terms of expectations and its eventual role in organizations, whereby initial developments lead to overenthusiasm and 
unrealistic high expectations, followed by a disillusionment phase whereby expectations cannot be met (Fenn & Raskino, 2008). With 
(Generative) AI currently being at the Peak of Inflated Expectations (Gartner, 2023), disillusionment could be around the corner. In 
fact, Nemorin et al. (2023) argue that AI in education is currently hyped: evidence that supports the predictions and outcomes of AI 
implementations is (still) limited. Hence, also the developments, expectations, and realizations in terms of AI technologies play an 
important role in shaping the FoW of academics. 

In combination, these three components influence if and how AI can shape the FoW of academics. Scenarios could help to identify 
how these developments might look like, and LMAI may also be used to develop such scenarios. For example, based on our conceptual 
framework, we have developed two future scenarios using OpenAI’s GPT-4 model. Table 1 includes these two scenarios based on the 
developed framework (Fig. 1), adopting guidelines for high-quality and effective prompts (see bottom of the Table). Notice that the 
scenarios include the dimensions of our framework, contrasting the ends of a positive-negative continuum. 

In sum, this work design perspective helps to understand how AI shapes the work of academics and what are the drivers of these 
changes – which eventually is likely to influence outcomes such as academic performance, well-being, and the body of knowledge.4 

3.1. Implications for the future of academic knowledge work 

The use of AI in academic knowledge work is likely to change the way in which knowledge workers acquire, develop disseminate, 
and apply knowledge, and may also change the level and value of their knowledge. Based on our framework and the concrete examples 
of AI-usage, there are opposing viewpoints on the FoW of academics in terms of implications for knowledge work. 

On the positive side, AI technologies may make the work of academics more efficient and effective, as routine and administrative 
tasks can be automated, and LMAI writing tools may improve the quality of output. This allows academics to focus on higher levels (or 
quality) of production work, such as the acquisition and development (i.e., research), and dissemination and application of knowledge 
(i.e., teaching), which eventually leads to more knowledge being generated by academics as by other stakeholders (e.g., students), or 
can enhance creativity. It can spark novel ideas that were otherwise not thought of, by assisting knowledge workers in generating 
innovative ideas and making use of smart suggestions (Krenn et al., 2022). For example, academic journals use AI-based recommender 
systems for suggesting articles for further reading. 

On the negative side, such enhanced productivity might also increase the evaluation requirements and work demands of academics. 
Moreover, the reliance on AI in knowledge work may hamper knowledge development and learning opportunities because of fewer 
opportunities for informal and incidental learning (e.g. Evers & Van der Heijden, 2016; Kulkarni et al., 2024). When (fully) relying on 
AI to make decisions, knowledge workers are less able to learn and control the technologies’ performance (Faraj et al., 2018). Besides, 
the integration of LMAI in knowledge work enables (student) fraud and academic misconduct that may prove difficult to detect, at least 
in the immediate term. Indeed, generative AI such as ChatGPT has scholars scrambling to understand its implications for research and 
teaching (e.g., Dwivedi et al., 2023) and has colleges in emergency mode to shield academic integrity (Cotton et al., 2023). AI-enabled 
teaching, research, and services activities could also give rise to the “alignment problem” (Christian, 2020), where AI could backfire or 
make the decision considered unethical or misaligned with the academics and learners’ goals and expectations. For example, the 
anticipated AI-enabled personalized learning, proposed as a solution for addressing issues like lack of motivation and achievement 
gaps, was noted to potentially undermine students’ self-actualization, ultimately resulting in homogenized learning outcomes 
(Holmes, 2023). 

The power dynamics and structures in academia might also be affected by those who know how to develop or use AI. Furthermore, 
the opacity of AI may impede traceability and transparency of recommendations, as well as understanding of their accuracy hindering 
learning and knowledge creation. De Regt et al. (2009) concluded that "in the eyes of most scientists, and of educated laypeople, 
understanding is the central goal of science" (p.1). But can we really understand a phenomenon explored by/with AI? For example, if AI 
applications recommend conducting a certain study or if AI peer-reviewers reject a paper, there is limited opportunity to learn the 
reasons behind these suggestions and to subsequently increase understanding. Research indicates that AI-usage influences expertise 
development and claims are made that AI can lead to deskilling and declining expertise (Ardichvili, 2022; Faraj et al., 2018), especially 
because knowledge workers have fewer opportunities to engage in deliberate practice and experimentation and cannot see the bigger 
picture of their work processes. This is the case when knowledge workers’ decision-making procedure is changing, from being 
decision-makers to being (blind) followers of the technology. These developments are particularly threatening for junior professionals, 
who still need to develop their expertise, or more peripheral employees, who may find it difficult to collaborate or progress to the 

4 Similarly to Parker and Grote (2020), we also did not focus on the outcomes of AI usage by academics, as we were interested in the changes in 
academics’ work. 
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center of their practice communities (Sapir et al., 2016). Hence, such what we call “Algoacademia” could negatively influence 
knowledge work in the near future. However, this may change in the more distant future if the promises of the next generation of 
technologies, like dilated attention, verify true. 

A nuanced view offered by Sutton et al. (2018) suggests that human expertise can be developed in collaboration with AI (e.g., with 
ChatGPT). Although they acknowledge that deskilling is a serious possibility, they highlight that the types of knowledge and their 
relative importance are likely to change. For example, instead of remembering declarative knowledge, which can be automated, 
knowledge workers become better at finding information – which is called transactive memory (Sutton et al., 2018). In a similar vein, 
knowledge workers can become better at using and interacting with LMAI effectively. Drawing on the examples outlined in our 
Framework in Section 2, such AI applications provide academics with opportunities to team up with AI aplications in research, 
teaching, and academic services and create so-called hybrid intelligence through Human-AI teams (Peeters et al., 2020). 

Fig. 1. Conceptual framework of future of academic knowledge work.  

Table 1 
AI-generated scenarios of the future of academic work.  

Scenario 1 – optimistic future. 
In this scenario, AI technology advances significantly, becoming a powerful 
tool that enhances academic work and knowledge creation. AI-powered 
research tools allow academics to analyze vast datasets with unprecedented 
speed and accuracy, leading to groundbreaking discoveries. AI-driven 
teaching assistants support personalized learning experiences, adapting to 
individual student needs and enabling more effective pedagogy. Academics 
embrace AI literacy, integrating AI tools seamlessly into their workflows. The 
acceptance of AI is widespread, with academics viewing it as a collaborator 
rather than a competitor. Regulatory frameworks evolve to support ethical AI 
use in academia, ensuring data privacy and promoting transparency. These 
laws encourage innovation while safeguarding against misuse, fostering a 
positive environment where AI enhances the quality and impact of academic 
endeavors. 

Scenario 2 – pessimistic future. 
In this scenario, AI technology evolves rapidly but outpaces the development 
of appropriate regulations and ethical guidelines. AI-driven research tools 
become prevalent, but a lack of understanding and acceptance among 
academics leads to misuse and over-reliance on these technologies. The 
quality of research suffers as AI-generated data and results are not critically 
evaluated. Teaching is negatively impacted as AI teaching assistants replace 
human educators, leading to a depersonalized learning experience. Laws and 
regulations struggle to keep up with AI advancements, resulting in inadequate 
protections for data privacy and academic integrity. The academic community 
becomes divided, with a significant portion resisting AI integration due to 
ethical concerns and fear of job displacement, ultimately hindering progress 
and collaboration in knowledge creation and dissemination. 

Prompt: “As a specialist in developing future scenarios, your task is to develop two scenarios for the future role of academics, where they are influenced by Artificial Intelligence 
(AI). Develop one positive and one negative scenario, based on our framework that includes the following dimensions: 
Academic work: existing of research, teaching, and academic services. 
Knowledge work: existing of knowledge creation, acquisition, dissemination, and application. 
The scenarios should be based on the following framework, including:   

1. the developments in AI technology (technology factor)  
2. developments in AI literacy and acceptance by academics (individual factors)  
3. developments in laws and regulations (higher-level factors). 
Develop the two scenarios of about 150 words each in one paragraph.” 
Note: these scenarios are meant as an illustration of the possibilities of Generative AI for building future scenarios – adopting the guidelines for prompting on the 
website https://www.promptingguide.ai/ and OpenAI’s prompting resources https://platform.openai.com/docs/guides/prompt-engineering: writing specific 
prompts (task to develop two scenarios), adopting a persona (specialist scenarios), provide context (our FoW framework), and a desired outcome (number of words).  
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Lastly, to understand the impact of AI on academics it is important to distinguish between (1) the work of the knowledge workers; 
and (2) the body of (specialist) knowledge available. Susskind and Susskind (2022) have argued that the work of professionals is likely 
to decline due to novel technologies because society is no longer (fully) dependent on knowledge workers to get access to (specialist) 
knowledge, but the relevance of knowledge is ever more important. For those reasons, AI technologies may be perceived as a threat to 
the legitimacy of professional expertise by knowledge workers, which could lead to resistance to their use (Faraj et al., 2018; Liu et al., 
2020), especially by high-status academics whose position and expertise is threatened (Bailey & Barley, 2011) – underscoring the 
importance of understanding. 

3.2. Limitations 

Our paper has several limitations. Mainly, we described many examples of how AI technologies influence the work of academics. 
Thus, we would like to emphasize that we make interferences on how the actual use of AI applications can have important implications 
for the (at least nearest) future of academics, as we consider that the humans who use AI determine the consequences, rather than AI 
having (technological) deterministic effects. This approach is aligned with the Sardar (2010) fourth law on future studies stating that 
“since we can have no true knowledge of the future, the impact of all future explorations can only be meaningfully assessed in the 
present” (p.184). It is worthwhile to recognize that what may appear as current AI applications for some could represent the near or 
even longer-term future for many of the examples and implications we outline in this paper, while for others these developments might 
be reminiscent of earlier technological developments. 

Another limitation is our focus on academic work activities, without focusing on how academics might be managed by AI (e.g., 
tracking academic performance), and without differentiating between various academic positions and integrating other stakeholders, 
such as students and administrative staff. Future research should address more socio-technical factors contributing to the consequences 
of AI implementation (e.g., environmental and organizational factors), the role of humans in shaping these consequences, potential 
moderating factors and interventions, and the potential differential effects on distinct groups of academic stakeholders. 

We also acknowledge we did not map specific functionalities and types of AI in relation to all examples of academic FoW in our 
paper as many authors do not classify specific types of AI they refer to, as well as due to the technical complexity related to making such 
connections on our own. Additionally, we focused specifically on the individual-job-level consequences for academics and did not 
explore the various hybrid intelligence systems and Human-AI teams and their implications (Peeters et al., 2021). 

Finally, our conceptual framework (Fig. 1) is a simplified and potentially incomplete representation of a complex interplay between 
academics’ work, its knowledge components, as well as their implications for the FoW. Nevertheless, we believe that our analysis and 
our framework have a number of important implications for theory and practice. 

3.3. Theoretical implications 

FoW research that aims to estimate the impact of advanced technologies such as AI is rapidly growing (Boyd & Huettinger, 2019). 
Many of them focus on quantitative changes. We have challenged this perspective by focusing on the qualitative changes from AI and 
exploring the future of academic work as it is likely to fundamentally change with the growing diffusion of AI. 

First, our paper offers a novel integrated framework (Klein & Potosky, 2019) and draws attention to whether and how AI can be 
used from the perspective of academics, in contrast to previous research that focused primarily on the perspectives of students 
(Zawacki-Richter et al., 2019), as well as FoW of jobs with low horizontal (i.e., number of tasks performed) and vertical (i.e., level of 
responsibility) specializations such as manufacturing (Zawacki-Richter et al., 2019). Our study enriches the current research by 
developing a framework that integrates previously fragmented literatures on research, teaching, and academic services. This 
perspective is needed to develop a more comprehensive understanding of how AI is shaping the work of academics, and also to 
recognize the fundamental changes in knowledge work. Our framework sets the stage for a more systems-level thinking approach, 
which could be further developed by considering the role of other stakeholders such as students, administrative staff, parents, poli-
cymakers, human resource managers, or societies in general. 

Second, with our research, we propose main categories and drivers of change and illustrate how much is known about the 
application or consequences of AI on the WHAT aspect or the activities that academics perform, and to a much lesser extent how much 
is known about the WHERE or place where these activities are performed, as well as WHEN or temporal aspects of knowledge work. By 
developing the framework integrating different job activities of academics (i.e., research, teaching, and services-related) with general 
job dimensions (WHAT, WHERE, and WHEN) and knowledge work activities (knowledge acquisition, creation, dissemination, and 
application), we offer a more holistic approach to analyze how AI can shape the future work of academics, and other knowledge 
workers across space, time, and task dimensions. This can enrich the growing corpus of so far fragmented literature that focuses on the 
futures of diverse aspects of academics’ work (e.g., Leahy et al., 2019), which in turn helps to explain how AI influences outcomes of 
academic work. Relatedly, whereas teaching and research are well-understood concepts, academic services are less clearly defined, 
although we highlight several potential uses. 

Third, our analysis shows that, despite promising benefits for academic knowledge workers, AI applications can also be detrimental 
to knowledge development and may add to job demands and socio-relational aspects between scholars and students. Therefore, we 
suggest studying these different components drawing on established job design or identity theories (e.g., Parker & Grote, 2020), or 
professional identity and legitimacy of knowledge workers whose position and expertise are threatened (Faraj et al., 2018). This 
implies more attention should be focused on the agency of academics in adopting and using AI, because academics may respond and 
use AI differently depending on their status or group membership. 
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Finally, this study has implications for researchers. We recommend that scholars, especially those doing research at the intersection 
of technology, FoW, and ethics, be the target population to study the responsible application of AI for academics - comprising such 
aspects as intellectual property, privacy, trust, and governance of AI in academia - and suggest an autoethnography approach that 
treats researchers as important actors (Ellis et al., 2011). The findings from such studies could also be credible and generalizable for 
other knowledge workers. The research into how AI shapes the job of academics is perfectly suited to adopt said approach because we 
as academics are both the researcher and the research subject. 

3.4. Practical implications 

We describe and provide illustrative examples of cutting-edge AI applications that can be used in the daily activities of academics. 
Here we note that most of the AI solutions available for the use of academics are fragmented solutions addressing specific tasks or 
problems, instead of integrated tools aimed at teaching, research, and services activities. This reflects the difference between narrow AI 
and strong AI (Russell & Norvig, 2022). 

Looking to the future, our research shows that AI may transform academia. Thus, scholars could study the future of academics by 
drawing insights from other sectors and considering how these could be applied in the academic world. For example, academic leaders 
could learn from organization and management studies how AI might change the ways in which managerial tasks, academic processes, 
and teamwork change. At the same time, academics need to familiarize themselves with the (im)possibilities of AI in their daily work 
and thereby develop AI literacy. 

The (technological) developments in AI and their applications are progressing rapidly (such as ChatGPT), and some of the examples 
we have mentioned may soon be outdated. Hence, we call for more research into the future of academics and urge universities and 
policymakers to use our insights to develop and successfully implement rules and guidelines on ethical AI use in academia across 
teaching, research, and academic services. 

4. Conclusion 

We have explored how the use of AI applications is changing and may further change the future of academics. We demonstrate that 
AI has the potential to revolutionize when, where, and what aspects of research, teaching, and service-related activities of academics. 
Our analysis highlights current state-of-the-art applications and changes in academic knowledge work that AI-usage is bringing about, 
rendering a future workplace of Academics, where academics and AI might co-exist. Our framework helps to identify if and how AI 
could impact the acquisition, creation, dissemination, and application/use of knowledge and highlights the potential drivers of these 
changes. The integrated framework that we propose connects these complex points and offers a holistic perspective for studying FoW in 
academia such as developing potential scenarios and the future of knowledge work in general. We offer directions for further FoW 
research on AI in academia and policymaking to better understand these changes and their implications. 
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Appendix 1. AI-shaped Research  

FoW dimension Example(s) Future research directions 
WHAT 
Identify promising areas and questions or verify research gaps Programming libraries supporting 

thematic analyses  
• Whether and how AI can alternate the traditional 

research methods/phases  
• Potential biases in AI use for research  
• Ethical boundaries of AI use for research  
• AI impact on human expertise and critical 

thinking 

Identify suitable cases to study Matching platforms 
Automated research phases (e.g., paper screening or data 

extraction) 
www.scholarcy.com 

Evaluate or draft scientific articles www.scite.ai 
www.researchrabbit.ai 
www.grammarly.com 
www.quillbot.com 
www.openai.com 

Development of new research methods and blurred boundaries 
between qualitative and quantitative research 

Algorithmic text mining 

WHERE 
Conduct research via metaverse or with the help virtual/ 

augmented realities 
Clinical trials via Metaverse  • Empirical data on the approaches to use AI for 

such purposes or their outcomes  
• Ethical boundaries of AI use for research from any 

location  
• Constant up/re-skilling to stay up-to-date with 

the emerging technologies  
• Increased job demands 

Conduct research in any language or in any country Translation apps 

WHEN 
Increased speed and more time Systematic Review Automation 

Tools  
• Where this time should be invested  

Appendix 2. AI-shaped Teaching  

FoW dimension Example(s) Future research directions 
WHAT 
Automating administrative tasks Assessment, plagiarism checks, students’ grades, and 

feedback are automated  
• Validity and reliability of automated grading  
• Teacher perspective on accepting and using AI for 

tracking student performance  
• Decreased or new forms of interactions of teachers 

with students  
• Students’ willingness to engage with intelligent 

tutors 

Grading student work Automated essay scoring and exam question assessment (e. 
g., EasyGrader) 

Student analytics Identify students with problems; identify learning process of 
students 

Intelligent tutoring Automatic responses to student questions; personal digital 
tutors and new modes of learning 

WHERE 
Teaching takes place through virtual 

classrooms 
Metaverse, virtual learning environments, and flipped 
classroom  

• Technology-mediated teacher-student interactions  
• Effect of distant education on learner performance  
• Teachers’ acceptance and use of (social) robots in 

the classroom 
Providing feedback to learners from 

anywhere 
Intelligent tutoring can bypass teachers 

The use of (social) robots and chatbots 
in the classroom 

Student interaction with (chat)bots for learning 

WHEN 
Asynchronous teaching Recorded micro-lectures; intelligent tutoring systems; 

chatbots for time-independent learning  
• Effects on the working week of teachers and their 

well-being  
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Appendix 3. AI-shaped Services  

FoW dimension Example(s) Future research directions 
WHAT 
Search or apply for grants www.researchprofessional.com 

www.grant-ai.com  
• Whether or how such ad-hoc activities could be more structured to be 

potentially automated  
• Impact on scholarly reputation Mentor students or junior staff www.mentorloop.com 

Assistance with paper reviews AI-assisted peer review 
instruments 

Assistance with acting as expert witness Text mining applications 
Administrative activities Siri or Alexa 
WHERE 
Virtual participation in meetings or 

conferences 
Virtual/augmented reality or 
metaverse  

• Interdisciplinary investigations on the types of activities that can be 
performed in person and virtually 

Act as an expert in any country 
WHEN 
Multitasking or performing different activities 

simultaneously 
Automating administrative tasks  • Distribution of work between academics and administrative/support staff  

• The effect of AI adoption by academics on administrative jobs (e.g., task 
shift)  
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